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Notes :
1.

STATISTICS

A student of the three year B.Sc. degree cousifienot be allowed to offer
Statistics andStatistical Techniquessimultaneously in any of the three years of
the course.

Students offerintatistics at the first year of the three year B.Sc. coursg bre
allowed to offerStatistical Techniquesas one of their subjects in the second
year of the three year B.Sc. course in the plac&atistics.

Students offeringstatistical Techniquesat the first of the three year B.Sc.
course may be allowed to off8tatistics as one of their subjects in the second
year of the three year B.Sc. course in placStatistical Techniquesprovided
they satisfy other requirements regarding subjectlinations, if any.

Students must complete all the practicals oheg@aper to the satisfaction of the
teacher concerned.

Students must produce at the time of pracégamination the laboratory journal
along with the completion certificate signed by Head of the Department.

Use of computer software whenever possiblesteritouraged.
Structure of evaluation of practical paper at S.Y.BSc.

(A) Continuous internal evaluation Marks
(i) Journal 10
(i) Viva-voce 10
Total 20
(B) Annual practical examination
Section Nature Marks Time
I On line examination : 10 Maximum
Note : Question is compulsory 15 minutes
Q1 : MSEXCEL : Execute thge
commands and write the same|in
answer book alongwith answers
Il Using Calculator 60 2 hours
Note : Attempt any two of the (30 marks| 45 minutes
following four questions : for each
Q2: question)
Q3:
Q4:
Q5:
1l Viva-voce 10 10 minutes
Total B 80 3 Hours
10 minutes
Total of A and B 100 —
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Preparation by Internal Examiner for Section | : Online examination :

(1)
)

®3)

Keep at least computerswith latest configuration ready withattery backup
andnecessary softwaret the examination laboratory.

Trivariate and bivariate data set of 10 tatefhs be fed in computer MSEXCEL
spreadsheet before commencement of examinatiorvafiate data set for
multiple regression plane). Appropriate data setifoe series : linear, quadratic,
exponential trend fitting, exponential smoothingsemtered in spreadsheet.

Any other type of data required for time tmé also be entered in computer
spreadsheet.

Instructions to Examiners :

(1) Students are not expected to fill data itemtha time of examination. They are
expected to use MSEXCEL commands to operate onsdditevhich are already
fed.

(2) The question on section | are compulsory &edetis no internal option.

(3) The commands of the nature attached in speciane to be asked, so that the
total marks of all asked commands will be exac@ly 1

Objectives :

1. To fit varioius discrete and continuous prohbapitistributions and to study
various real life situations.

2. To identify the appropriate probability modilat can be used.

3. To use forecasting and data analysis techniguesase of univariate and
multivariate data sets.

4. To use statistical software packages.

5. To test the hypotheses particularly about mearance, correlation, proportions,
goodness of fit.

6. To study applications of statistics in thediefF economics, demography etc.
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S.T. - 211 DISCRETE PROBABILITY DISTRIBUTIONS AND TIME SERIES
Pre-requisite : Convergence of sequences and series.
1. Discrete Probability Distribution (A51L)

11
1.2

1.3

1.4

15

1.6

2.1

Countably infinite sample space : Definitidhystrations.

Random variable (r.v.) defined on infinite gdenspace, probability mass
function (p.m.f.), cumulative distribution functiofe.d.f.), properties of c.d.f.
(without proof), median, mode, probabilities of pte related to random
variable.

Expectation of discrete r.v., expectation widtion g() of r.v., application of
the result to find raw moments and central momémso 4" order), factorial
moments (upto™ order), Properties of expectation.

Bivariate discrete random variable or vecty Y) taking countably infinite
values : Joint p.m.f., c.d.f., properties of c.dwithout proof, marginal and
conditional distributions, independence of twog.\and its extension to several
r.v.s., mathematical expectation.

Theorems of expectation : (i) E(X + Y) = E(X) €¥g, (i) E(XY) = E(X).E(Y)
for independent r.v.s. and generalization of th#smorems to k variables.
Expectation of function of random vector g(X, Y9irk moments of order (r, S).
Cov (X, Y), Corr (X, Y), Var (aX + bY + c¢). Condadnal expectations and
variance, regression coefficient using conditioegpectation if it is a linear
function of conditioning variable. E E(X|Y =y) {&).

Moment generating function (M.G.F.) : Defiaiti properties, theorems on
MGF. (i) Mx(0) =1, (ii) M.G.F. of aX + b, (iii) M.G.F. of X Y if X and Y are
independent r.v.s. Generalization to sum of k Vdes (iv) Uniqueness
property (without proof).

Moments from M.G.F. using (i) expansion methaijl differentation method.
MGF of bivariate r.v. : Definition, M.G.F. of mginal distribution of r.v.s.
properties (i) M, t2) = M(0, ) M(t;, 0) if X and Y are independent r.v.s.,
(i) Mx+y (1) = Mx, v (t, t), (iii) Mxsy (1) = Mx(t) OMy(t) if X and Y are
independent.

Cumulant generating function (C.G.F.) : Deion, properties (i) effect of
change of origin, (i) additive property. Relatidmetween cumulants and
moments (upto order four).

Standard Discrete Distributions (21 L)

Poisson Distribution : Notation : X ~ P(m).
—m X

P.m.f.: P(X =Xx) (support) x=0,1,2...; m>0.

- x! ’



=0 . elsewhere

Nature of p.m.f. Moments, M.G.F., C.G.F., meaarjance, skewness, kurtosis,
mode, additive property, recurrence relation betwé¢ raw moments (ii)
central moments, conditional distribution of X giv& + Y where X and Y are
independent Poisson r.v.s. real life situations.
2.2 Geometric Distribution : Notation : X ~ G(p),
Pmf:PX=x) = p¥ , x=0,1,2,..,;0<p<1,g=1-p
=0, otherwise

Nature of p.m.f. Mean, variance, distributiondtian, lack of memory property.
Distribution of X + Y when X and Y are independetdfistribution of min (X, Y)
(OM.G.F., C.G.F. to be studied with negative binahdiistribution). Alternative
form of geometric distribution on support (1, 2, real life situations.

2.3 Negative Binomial Distribution : Notation : X ~> NB (k, p).

P.m.f. . P(X =X) :(“Jf‘ﬁ Ko, x=0,1,2..
O<p<l g=1-p
=0 , otherwise

Nature of p.m.f. negative binomial distributioa a waiting time distribution.

M.G.F., C.G.F., mean, variance, skewness, kur{ostirrence relation between
moments is not expected). Relation between geoenatrdl negative binomial
distribution. Poisson approximation to negativeobnmal distribution. real life

situations.

3. Time Series : (81L)
3.1 Meaning and utility of time series

3.2 Components of time series; trend, seasonahti@ars, cyclical variations,
irregular (error) fluctuations or noise

3.3 Methods of trend estimation and smoothing) :n{oving average, (ii) curve
fitting by least square principle, (iii) exponemtaoothing.

3.4 Measurement of of seasonal variations.
(i) simple average method, (ii) ratio to movingeeages method.
3.5 Fitting of autoregressive models AR (1) and (BR plotting of residuals.
4. Queueing Model : (4L)

M/M/1 : FIFO as a application of exponential distriion, Poisson distribution
and Geometric distribution :

Interarrival rate X) service rate |(), traffic intensity p = A/u < 1), queue
discipline, probability distribution of number ofistomers in queue, average
gueue length, average waiting time in (i) queuesfistem.
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ST 212 : CONTINUOUS PROBABILITY DISTRIBUTIONS-I

Pre-requisite : Calculus of several variables, Maxima, Minima, Npl#& integration.
Continuous Univariate Distributions : (12L)

11

1.2

1.3

1.4
15

Continuous sample space : Definition, illustrag. Continuous random

variable : Definition, probability density functionp.d.f.), cumulative

distribution function (c.d.f.) properties of c.d(Without proof), probabilities of

events related to r.v.

Expectation of continuous r.v., expectationfuofction of r.v. E[g(X)], mean,

variance, geometric mean, harmonic mean, raw amlatenoments, skewness,

kurtosis.

Moment generating function (M.G.F.) : Defiaiti and properties, cumulant

generating function, definition properties.

Mode, median, quatrtiles.

Probability distribution of transformationm¥. : Y = g(X). Using

(i) Jacobian of transformation for@(nonotonic function and one-to-one, on
to functions.

(i) Distribution function for Y = X, Y = |X] etc.

(i) M.G.F. of g(X).

Continuous Bivariate Distributions (12L)

2.1

2.2

2.3

2.4

2.5

Continuous bivariate random vector or varighleY) : Joint p.d.f., joint c.d.f,
properties (without proof), probabilities of evengdated to r.v. (events in terms
of regions bounded by regular curves, circles,igitalines). Marginal and
conditional distributions.

Expectation of r.v., expectation of functiohre. E[g(X, Y)], joint moments,
Cov (X, Y), Corr (X, Y), Conditional mean, condital variance,
EE(X]Y = vy) = E(X), regression as a conditional esjation if it is linear
function of conditioning variable.

Independence of r.v. (X, Y) and its extengmk dimensional r.v. Theorems on
expectation

(i) EMX+Y)=E(X)+ E(Y), (i) E(XY) = EXXJE(Y) if Xand Y are
independent, generalization to k variabisX + bY + c¢), Var (aX + bY + c).

M.G.F. : M v (t1, t;) properties, M.G.F. of marginal distribution oW.s.
properties (i) M, v (t1, &) = Mx (t1, 0) My (O, &) if X and Y are independent
r.v.s.

(i) Mxsy () = My, v (& 1).

@ii) Mxsy () =My (t) My (t) if X and Y are independent r.v.s.

Probability distribution of transformation lmf/ariate r.v.

U=@(X,Y),V = @X,Y).



3. Standard Univariate Continuous Distributions (24 L)
3.1 Uniform or Rectangular Distribution : Notation : X ~>U(a, b)

p.d.f. f(x) :ﬁ , ifagsx<b
=0 ., otherwise

c.d.f., sketch of p.d.f., c.d.f., mean, variaregnmetry. Distribution of (iﬁ

(i) %_é, @ii) Y = F(X), where F(X) is the c.d.f. of canuous r.v.X.

Application of the result to model sampling. (Diisttions of X + Y, X =Y,

X
XY, y are not expected.)

3.2 Normal Distribution : Notation : X~ N(u, ¢°),
1 2 x-w
p.df f(x) = —— e® , if—00<X <00, —0o<<o,0g>0
o/2m
=0 , otherwise

p.d.f. curve identification of scale and locatjgerameters, nature of probability
curve, mean, variance, M.G.F., CG.F., central masmyesumulantsfi, B2, yi,
V2, median, mode, quartiles, mean deviation, addjraperty, computations of
normal probabilities using, normal probability igtal tables, probability

distribution of (i) x—;E standard normal variable (S.N.V.), (ii) axX + fii)

aX + bY + ¢, (iv) X where X and Y are independent normal variates.

Probability distribution ofX the mean of n ii.d. N( ¢ r.v.s. Normal
probability plot, g-q plot to test normality. Sinatilon using Box-Muller
transformation. Normal approximation to (i) binoindastribution, (ii) Poisson
distribution applications of normal distributionii)( Statement of central limit
theorem for i.i.d. r.v.s. with finite positive varice.

3.3 Exponential Distribution : Notation : X ~ Exp @),
p.df f(x) = ae™ , Xx=0,0>0

=0 . otherwise
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3.4

nature of p.d.f. curve, interpretation af as rate and @&/ as mean, mean
variance, M.G.F., C.G.F., c.d.f., graph of c.dlack of memory property,
median, quartiles. Distribution of min (X, Y) wit, Y i.i.d. exponential r.v.s..

Gamma Distribution : Notation : X~ G(a, A).

A
p.df. f(x) = “ﬁ g ML , x20,0>0,A>0
=0 , otherwise

Nature of probability curve, special casesa(iy 1, (i) A = 1, M.G.F., C.G.F,,
moment, cumulant$s, B2, v1, Y2, mode, additive property. Distribution of sum
of n ii.d. exponential variables. Relation betwedistribution function of
Poisson and Gamma variates, Recurrence relatiomebatmoments.
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ST221 : STATISTICAL METHODS AND NATIONAL INCOME

1. Multiple Linear Regression and Multiple and Parial Correlation

(for three variables) : (a8L)

1.1 Notion of multiple linear regression, Yule'statmn (trivariate case — sample
data only).

1.2 Fitting of regression planes by the methodeakt squares; obtaining normal
equations, solutions of normal equations.

1.3 Residuals : Definition, order, properties,eiron of variance and covariances.

1.4 Definition and interpretation of partial regg@®n coefficient f, units of fx
definition of multiple correlation coefficient; R.

1.5 Derivation of the formula for the multiple celation coefficient, also in terms
of cofactors of correlation matrix.

1.6 Properties of multiple correlation coefficigff 0 < Rjx < 1, (i) Rj = r,
Ri.jk 2 lik.

1.7 Interpretation of coefficient of multiple detenation Ff,—k as (i) proportion of
variation explained by the linear regression (iijxR= 1, (i) Rk = O,
Adjusted Fﬁjk. Residual plots, problem of multicolinearity imdiuction,
introduction to stepwise regression.

1.8 Definition of partial correlation coefficieni.

1.9 Derivation of the formula forjk, alsoin terms of cofactors of correlation

matrix.

2
1.10 Properties of partial correlation coeffici@it-1<r;jx < 1, (ii) bjx bk = 1.

Effect of partial correlation on regression estien

1.11 Introduction to odds ratio and logistic resgien with one regressor.

2.1

Tests of Hypotheses (A51L)

Statistics and parameters, statistical infexengroblem of estimation and
testing of hypothesis. Estimator and estimate. bsdd estimator (definition



10

and illustrations only). Statistical hypothesis)lrand alternative hypothesis,
one sided and two sided alternative hypothesigcakiregion, type | error, type
Il error, level of significance, p-value. Confideninterval.

2.2 Tests for mean of Ni(c?), o known, using critical region approach
() Ho:p=Ho Hi:ip#Ho, Hi 1P >Ho, Hii i <Ho
() Ho:Mi=H2, HitpaZ M2, Hiipi >po, Hii s <po
Confidence intervals far andp; — Ho.
2.3 Test Based Normal Approximation (Approximate tests} Using central limit
theorem (using critical region approach and p valygroach)
Tests for proportion, P : Parameter in binomisirtbution with very large n.
) Ho:P=R, HH:PZPy, Hi:P>Py, Hi: P<R
(i) Ho:Pi=PR, HH :P£#P,, H:Pi>P, Hi: P<P,
Confidence intervals for P and P P..
2.4 Fisher's Z transformation : Necessity of tfamsation :
Approximate tests : Tests for correlation coefficient of bivariate i
distribution.
() Ho:p=po, Hi:p#po, Hi:p>po, Hi:p<po
(i) Ho:p1=p2 Hi:p1#p2 Hi:pi>p2 Hi:pr<pe
Index Numbers 81L)

2.1 Consumers price index numbers : Consideratioits construction : (i) family
budget method (ii) aggregate expenditure method.

2.2 Shifting of base, splicing, deflating, purangspower.

2.3 Chain base index numbers and fixed base indmbers.

National Income (7 L)
4.1 Definition of national income by (i) Marshd(ii) Pigou, (iii) Fisher.

4.2 Different concept of national income (a) grassional product (GNP), (b) net
national product (NNP).

4.3 Personal income, disposable income, per captane, gross domestic product
(GDP), national income at market price, nationabime at factor cost, national
income at current prices, national income at carigigces.

4.4 Methods of estimation of national income dmaldifficulties in methods.
(@) output method, (b) income method, (c) expgeanel method.
4.5 Importance of national income.
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ST 222 : CONTINUOUS PROBABILITY DISTRIBUTIONS-I1 AND
DEMOGRAPHY
Chi-square §?) Distribution (81L)
1.1 Definition ofx? r.v. as sum of squares of i.i.d. standard norma] derivation
of p.d.f. of x? with n degrees of freedom (d.f.) using M.G.F.,unatof p.d.f.

curve, computations of probabilities usigg tables, mean, variance, M.G.F.,

C.G.F., central momentBy, B2, y1, Y2, mode, additive property.
2

1.2 Normal approximation : (QX\/Z_;nnj with proof, (ii) Fisher's approximation
statement only. (Without proof)

2
1.3 Distribution of—zxﬁ and xi/ x> where x: andx> are two independent

X1t X2
chi-square r.v.s.
Student's t-distribution 6L
2.1 Definition of t r.v. with n d.f. in the form
U
X/n
where U ~ N(0, 1) angs is ax? r.v. with n d.f. and U ang» are independent

r.\v.s.

2.2 Derivation of p.d.f., nature of probability ree, mean, variance, moments,
mode, use of t tables for calculation of probaiesit statement of normal
approximation.

Snedecore's F-distribution 6L

2
— . Xna/N
3.1 Definition of F r.v. with pand n d.f. as k1 no= x21/nl wherey;, andy,, are
n2/ 112

independent chi-square r.v.s withand n d.f. respectively.

3.2 Derivation of p.d.f., nature of probabilitiesrve, mean, variance, moments,
mode.

3.3 Distribution of 1/(F1 n9, use of F-tables for calculation of probabilities
3.4 Interrelations among?, t and F variaets.
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4. Sampling Distributions BL)
4.1 Random sample from a distribution as i.i.dsrXg, X, ..., X,
4.2 Notion of a statistic as function of Xo, ..., X, with illustrations.

4.3 Sampling distribution of a statistic. Distritan of sample meaK from normal,
exponential and gamma distribution, Notion of stadderror of a statistic.

n

. ng 1 - o
4.4 Distribution o 2 =52 > (Xi —X)? for a sample from a normal distribution
i=1

using orthogonal transformation. Independenc¥ afd $.
5. Exact Tests based oR? t and F distributions : (16 L)

5.1 Test for independence of two attributes arrdnige2 x 2 contingency table.
(With Yates' correction).

5.2 Test for independence of two attributes amdng rx s contingency table.
5.3 Test for 'Goodness of Fit'. Without roundirfgtbe expected frequencies.

5.4 Test for i : 0% = a5 against one-sided and two-sided alternatives when
(i) mean is known (ii) mean is unknown.

5.5 t-tests for population means : (i) one sanapie two sample tests for one-sided
and two-sided alternatives. (ii) (1) 100% confidence interval for population
mean [1) and difference of meangu( — Yp) of two independent normal
population and confidence interval of differencenoéans of two independent
normal populations.

5.6 Paired t-test for one-sided and two-sided aiie/es.

5.7 Test for correlation coefficientogH p = 0, H : pijx = O against one-sided and
two-sided alternatives. Using both t and F test QAM\).

5.8 Test for regression coefficienty M 3 = 0 against one-sided and two-sided
alternatives.

5.9 Test for H : 0; =0) against one-sided and two-sided alternatives when

(i) means are known (ii) means are unknown.
6. Demorgraphy 9L)

6.1 Vital events, vital statistics, methods of afitag vital statistics, rates of vital
events, sex ratios, dependency ratio.

6.2 Death/Mortality rates : Crude death ratescifpe(age, sex etc.) death rate,
standardized death rate (direct and indirect) ninfaortality rate.

6.3 Fertility/Birth rate : Crude birth rates, gealefertility rate, specific (age, sex
etc.) fertility rates, total fertility rates.

6.4 Growth/Reproduction rates : Gross reproduatade, net reproduction rate.

6.5 Interpretations of different rates, uses guli@ations.

6.6 Trends in vital rates due to the latest census
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ST 223 : PRACTICALS (Annual Examination)

Pre-requisites :Knowledge of the topics in theory.
Equipments : At least 4 computers latest configuration with rsseey software,

battery back up, printers, scientific calculatarecessary statistical
tables.

Objectives :

1.

To compute multiple and partial correlation ¢iognts, to fit trivariate multiple
regression plane, to find residual s.s. and adjusisidual s.s. (using calculators
and MSEXCEL).

2. Tofit various discrete and continuous disttidms, to test the goodness of fit, to
draw model samples (using calculators and MSEXCEL).

3. Totest various hypotheses included in theory.

4. To analyze time series data.

5. To determine demographic rates.

Sr. Title of the experiment No. of
No. practicals
Fitting Poisson distribution, testing goodnekito 1
2. | Fitting negative binomial distribution, testiggodness of fit 1
3. | Model sampling from Poisson and geometric distion 1

4. | Fitting of normal distribution, testing goodnesfsfit (also using qqg 1
plot)
Applications of normal, Poisson, negative binalmlistributions 2
Model sampling from exponential, normal disttibo using 1
(i) distribution function, (ii) Box-Muller transfonation.
7. | Fitting of trivariate regression plane given tberrelation matrix 1
Computations of multiple, partial correlation caoefnts, residua
plot, adjusted R
8. | Index numbers: cost of living index numbers 1
9. | Time series : Estimation of trend by fitting &R (1) model 1
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exponential smoothing, moving averages.

10. | Estimation of seasonal indices by ratio todrand link relatives
11. | Demography
12. | Tests based of F distribution pHo: =a5, Ho:p = O,
Ho : p1.23 = 0 and also using t test. (In the form of ANOYé&ble)
13. | Test for means and construction of confidemterval (Normality to
be checked using probability papefd3o using MSEXCEL
(i) Ho:p=Ho o known ando unknown
(i) Ho:pa=He 01, 02 known
(@ii) Ho: My =HM2 01 = 02 = 0 unknown, unpaired t test
(iv) Ho:pi=H2 paired t test
(V) Ho:B=po
14. | Tests based oxf distribution
(i) goodness of fit
(i) independence of attributesg2, mx n contingency table)
(i) Ho:0%= o 1 unknown, confidence interval fof
15. | (a) Tests for proportions and constructionasfficlence interval
Ho:P =R, H:P=PR
(b) Test for correlations
Ho : p = Po,Ho : p1=p2
16. | Fitting of multiple regression plane using MSEXL
17. | Fitting of Poisson, normal distribution usingg&XCEL
18. | Computations of probabilities of Poisson, NdrmBExponential
gammay?, t, F using MSEXCEL.
19. | Exponential smoothing using MSEXCEL
20. | Project : Practicals based on analysis of data collectestinyents in

a batch of size not exceeding 12 students.

*kkkk
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